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trafc explosion and caching

 Internet trafc deluge [Cisco]

 Trafc has high redundancy

 Solution: Network Caching

 Hit ratio: fraction of requests satisfed by the cache 

Andrea Araldo

[Cisco] Cisco Visual Networking Index: Forecast and Methodology, 2014-2019. (2012).

in 2005
in 2019
(64x increase)

origin
server

trafc 
growth
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Cost-Aware Caching the challenges

user experience encrypted
content

operational
 cost

trafc 
growth

our contribution
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> cost-aware caching

trafc 
growth

user experience secrecyoperational
 cost
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Cost-Aware Caching the challenges

Flat rate fee + trafc increase => proft decrease [WB]

[WB] The Little Data Book on Information and Communication Technology. (2015). The World Bank.

Caching to reduce ISP 
operational cost

user experience secrecyoperational
 cost
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external
 ISP

external
 ISP

external 
ISP

Price heterogeneity

$2

$3

$1 free
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costly
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Cost-Aware Caching

ISP 
network

requests

objects

objects

objects

Internet Service Provider (ISP) cost

+ hit ratio
=>  

- cost

S : cache space
po : popularity of object o 

$o: price of object o 

Classic caching:
Store the S objects with the 
highest po 

Cost-aware caching:
Store the S objects with the 
highest po $o 
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Scenario: catalog 105 objects, cache space 103 objects, Zipf exponent 1, prices: ($1,$2,$3) = (0,1,10)

An ISP which performs 
classic caching is losing 

in terms of cost
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Cost-Aware Caching conficting goals
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Cost-Aware Caching

K $o

Acceptance
probability

Yes

No

online distributed policy

 In theory we should cache the |S| objects o
with highest value  po $∙ o 

 But we do not know po in advance

Our Cost-Aware caching 
preferentially caches 

expensive objects

Load: Downloads from that link / total requests



10A. Araldo, D. Rossi, F. Martignon, “Cost-aware caching: Caching more (costly items) for less (ISPs operational expenditures)”, IEEE 
Transactions on Parallel and Distributed Systems (TPDS) 2016
Scenario: catalog 105 objects, cache space 103 objects, Zipf exponent 1, prices: ($1,$2,$3) = (0,1,10)

Andrea Araldo

Cost-Aware Caching online strategy

~15% of savings
Operational cost saving 
accumulates over years
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> caching and video delivery
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video cachingAndrea Araldo

LQ

HQ

 80% of trafc will be video [Cisco] 
 Despite video is highly cacheable …
 Caching is not suitable for video

[Cisco] Cisco Visual Networking Index: Forecast and Methodology, 2014-2019. (2012).

user experience secrecyoperational
 cost

trafc 
growth

Caching to improve user 
experience, adapted to 

video delivery

MQ
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a new dimension to the caching problem

 Classic caching
– One request / one fle

 Video
– Diferent quality 

representations

      ?
          

       ?

      ?

     q=3
             q=2

    q=1

       ?

     q=1
              q=2

      q=3

[2] Lee, D. H., Dovrolis, C., & Begen, A. C. (2014). Caching in HTTP Adaptive Streaming : Friend or Foe ? In ACM NOSSDAV.
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Video Representation

 Selection
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a new dimension to the caching problem

 Object selection

 Replica placement

          or         or        ?

or       or     ?q=1

q=2

q=3
 Quality selection

Andrea Araldo
Video Representation

 Selection
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diferent quality representationsAndrea Araldo
Video Representation

 Selection

L. De Cicco, V. Caldaralo, V. Palmisano, and S. Mascolo. ELASTIC:a Client-side Controller for Dynamic Adaptive Streaming over 
HTTP(DASH). In IEEE Packet Video Workshop (PV), 2013.
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objective

origin
server

origin
server

      ?      ?       ?
input:

output:

Decisions:

q=1

q=3

q=1

Andrea Araldo
Video Representation

 Selection

goal:

maximizing user utility

Utility perceived at quality q 
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Routing

Object Selection
Replica Placement
Quality Selection

DECISIONS:
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served quality

Scenario: catalog 104, popularity Zipf α=1, cache space sufficient to store 1/100 of the catalog at the lowest quality

Andrea Araldo
Video Representation

 Selection

upstream link
(limited capacity)

Results are confrmed in more 
complex topologies
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optimum

Cache at high quality the 
popular objects

Scenario: catalog 104, popularity Zipf α=1, cache space sufficient to store 1/100 of the catalog at the lowest quality

Do not cache all the 
representations, but only the 

right ones

Andrea Araldo
Video Representation

 Selection
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online distributed policy

        ?

              ?q≥1

q=1q=1

Andrea Araldo
Video Representation

 Selection
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online distributed policy

       ?

              ?q≥2

q=2q=1
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 Selection
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online distributed policyAndrea Araldo
Video Representation

 Selection

Scenario: catalog 104, popularity Zipf α=1, cache space sufficient to store 1/100 of the catalog at the lowest quality
Simulations run on ccnSim, 

 Large scale simulation on 
realistic topologies
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> caching and encryption
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unfeasibility of transparent caching

[Naylor] D. Naylor, A. Finamore et al., “The Cost of the “S” in HTTPS,” in ACM CoNEXT, 2014

CP2 CP3 CP1 CP4 

Internet

Internet
Service
Provider

          

          

          
          

          

CP2 CP3 CP1 CP4 

Internet

 Classic ISP transparent caching  ISPs cache is prevented by 
encryption

>50% of HTTP trafc is 
encrypted [Naylor]

Andrea Araldo
Content-Oblivious 

Caching

Content
Providers

Content
Providers

Content Providers cannot keep 
their exclusive control over 
their content
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ISPs vs. Content ProvidersAndrea Araldo
Content-Oblivious 

Caching

2011
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limits of Content Delivery Networks (CDNs)

 Content Providers loose the 
exclusive control on their content

 Content Providers have to pay 
third party CDNs

Andrea Araldo
Content-Oblivious 

Caching

ISPs
CP CDN

 Limited permeation
– femtocaching can only be 

implemented by ISPs

GOAL:
. Allowing ISPs to cache while …
. Preserving Content Providers interests
. Caching must be Content Oblivious 
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caching as a service

Internet CP2 

CP3 

CP1 

CP4 

Andrea Araldo
Content-Oblivious 

Caching

          

cache 
space

Internet
Service
Provider
(ISP)

Content
Providers

Shielded Execution
(Intel SGX)



28

allocationAndrea Araldo
Content-Oblivious 

Caching

 GOAL: 
fnd             which minimizes the 
overall miss stream L

CP 1

CP 2

CP 3
CP 4

Miss 
Profle

Cache
Slots

Miss profles are unknown
=> We have to infer them  

misstotal
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partitioning algorithmAndrea Araldo
Content-Oblivious 

Caching

(1) Current allocation 
vector

+1

-1

-1

+1

 (2) Generate 
random 

perturbation D(k) 

(3) Add the 
perturbation

(4) Measure the miss-
streams for a time T 

(6) Measure the miss-
streams for a time T 

(5) Subtract the 
perturbation

rewarding the
good 

Content Providers
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convergenceAndrea Araldo
Content-Oblivious 

Caching

 Theorem:

– Hp:
● Stationary content popularity
● Expected miss streams are decreasing 

and convex w.r.t. the cache slots
– Th:

● Despite noisy miss measurement, we 
convergence boundedly close to the 
optimum

- Overall req rate λ=100req/s, catalog size 108 objects, total cache 105, request percentage 13%,75%,2%,10%, Zipf α=0.8
- Bound 3/2 P
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observation period TAndrea Araldo
Content-Oblivious 

Caching

- overall req rate λ=100req/s. overall catalog 108, overall cache space K=106, Zipf α=0.8
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time evolution of contentAndrea Araldo
Content-Oblivious 

Caching

[Leonardi15] M. Garetto, E. Leonardi and S. Traverso, “Efficient analysis of caching strategies under dynamic content popularity,” 
IEEE INFOCOM, 2015
- overall req rate λ=100req/s. overall catalog 3.5∙106, overall cache space K=104, object ON/OFF average state duration 1/9 days

In order to follow the popularity 
change, reinitialize step sequence 

every 3 h

step size reinitialization

Popularity changes 
inspired from 
[Leonardi15]

Lifetime of an object
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conclusionsAndrea Araldo

 Despite its long history, network caching still ofers new research challenges
 We should look beyond the classic hit ratio maximization
 ISP Cost

– Cache more expensive object for less OPEX
 Video

– Maximizing user utility = Representation selection problem
 Encryption

– Allow ISPs to cache encrypted trafc and CPs to keep their sensitive information private
 Internet is not simply a computer network! 

– Technical solutions must be refned to take into account the rule of the economic ecosystem


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33

